
Metody algebry liniowej. Lista 6. Metoda najmniejszych kwadratów. Macie-

rze ortogonalne i symetryczne. Rozkªady Choleskiego i SVD.

1. Metod¡ najmniejszych kwadratów znale¹¢ najlepsze przybli»one rozwi¡zania danych ukªadów równa«:

a)


x − y = 0
x + y = 2

2x − y = 2
; b)


x+ y = 1
y + z = 1
x+ z = 1
x− y = 1

.

W a) sprawdzi¢, »e dla najlepszego rozwi¡zania x wektor Ax jest rzutem ortogonalnym kolumny wyrazów

wolnych na przestrze« kolumn macierzy ukªadu.

2. Stosuj¡c metod¦ najmniejszych kwadratów wyznaczy¢ równania prostych regresji dla danych zbiorów punk-

tów: a) (−3, 1), (2, 1), (2, 3). b) (−3, 0), (−1, 2), (1, 1), (3, 2).

3. Sprawdzi¢, »e przeksztaªcenie pªaszczyzny E2 o macierzy: a) A =
1

5

[
3 −4
4 3

]
jest obrotem;

b) B =
1

5

[
3 4
4 −3

]
jest symetri¡ wzgl¦dem prostej. Wyznaczy¢ k¡t obrotu i o± symetrii.

4. Sprawdzi¢, »e przeksztaªcenie przestrzeni E3 o macierzy: a) 1
3

 2 −2 1
2 1 −2
1 2 2

 jest obrotem;

b) 1
9

 1 −8 −4
−8 1 −4
−4 −4 7

 jest symetri¡ wzgl¦dem pªaszczyzny. W a) wyznaczy¢ o± i k¡t obrotu, w b) równanie

pªaszczyzny symetrii.

5. Wyznaczy¢ rokªady A = QΛQT dla danych macierzy A:

a)

[
2 1
1 2

]
; b)

[
1 6
6 6

]
; c)

[
1 2
2 4

]
d)

 1 3 0
3 −2 −1
0 −1 1

; e)

 −1 2 0
2 0 2
0 2 1

; f)

 0 1 0
1 0 0
0 0 1

.
W podpunktach a), d) wyznaczy¢ rozkªady spektralne.

6. Wyznaczy¢ macierz symetryczn¡ maj¡c jej widmo i wektory wªasne:

a) {5, 10}, v5 = [1, 2]T , v10 = [−2.1]T ; b) {9, 6, 4}, v9 = [1, 1, 1]T , v6 = [1,−2, 1]T , v4 = [1, 0,−1]T .

7. Dla macierzy A =

[
1 1 1
2 −1 1

]
wyznaczy¢ ±lady i widma macierzy A ·AT i AT ·A. Która z tych macierzy

jest dodatnio okre±lona, a która dodatnio póªokre±lona?

8. Sprawdzi¢, które z macierzy symetrycznych s¡ dodatnio okre±lone:

a)

[
5 2
2 1

]
; b)

[
5 3
3 1

]
; c)

 6 5 −1
5 6 1
−1 1 2

; d)


4 1 0 0
1 3 1 0
0 1 2 1
0 0 1 1

.
9. Wyznaczy¢ rozkªady Choleskiego danych macierzy:

a)

[
4 6
6 34

]
; b)

[
2 4
4 13

]
; c)

 9 0 0
0 1 2
0 2 8

; d)

 1 1 1
1 2 2
1 2 7

.
10. Wyznaczy¢ rozkªady SVD danych macierzy A i ich rozkªady A =

r∑
i=1

σiuiv
T
i . W podpunkcie b) równie»

zredukowany rozkªad SVD: a) A =

[
3 0
4 5

]
; b) A =

 1 1
1 −1
1 1

; c)

[
1 6
6 6

]
.

11. Dla u±rednionych danych zapisanych w macierzy A =

[
−2 −1 0 3

1 2 0 −3

]
wyznaczy¢ macierz kowariancji,

warto±ci osobliwe i pierwsze wektory osobliwe u1, v1 rozkªadu SVD macierzy AT . Znale¹¢ najbli»sz¡ danych

podprzestrze« jednowymiarow¡ i rzuty danych na t¦ podprzestrze«.


