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ZAGADNIENIA NA EGZAMIN DYPLOMOWY,
STUDIA II STOPNIA MAGISTERSKIE, KIERUNEK INFORMATYKA, 
ZAKRES DATA SCIENCE W PRAKTYCE
obowiązuje od roku akademickiego 2025/2026
(dla studentów rozpoczynających studia od roku akademickiego 2024/2025)

1. Zastosowanie pochodnej i całki.
2. Reprezentacja graficzna danych statystycznych (np. histogram, wykres pudełkowy).
3. Współczynniki korelacji (Pearsona, Spearmanna, Kendalla).
4. Generacje systemów operacyjnych i architektury komputerów.
5. Pierwsze komputery programowalne.
6. Rachunek zdań. Operatory logiczne.
7. Reguła rezolucji zdaniowej oraz jej zastosowania.
8. Systemy dowodzenia dla rachunku zdań. Przykładowy system aksjomatyczny.
9. Automaty komórkowe. Zastosowania.
10. Metoda Monte Carlo: założenia i zastosowania w symulacjach.
11. Procesy ewolucyjne w symulacjach komputerowych: wybrane podejścia i modele.
12. Analiza wrażliwości w symulacjach komputerowych: wybrane podejścia i metody.
13. Metody uczenia nadzorowanego i nienadzorowanego – charakterystyka, różnice, przykłady. 
14. Uczenie ze wzmocnieniem (agent, środowisko, stan, akcja, nagroda, polityka). Przykłady algorytmów.
15. Zespołowe systemy decyzyjne: idee, metody tworzenia, przykłady zastosowań.
16. Metody radzenia sobie z brakami danych w zbiorze uczącym.
17. Działanie iteratorów i generatorów, wady i zalety.
18. Programowanie obiektowe, wady i zalety programowania obiektowego w Pythonie.
19. Format JSON.
20. Formaty reprezentacji danych.
21. Przykłady modelowania regresyjnego i klasyfikacyjnego. Różnice w doborze danych i narzędzi do oceny modeli.
22. Różnice w metodach oceny efektywności modeli na regresji liniowej i drzewach decyzyjnych.
23. Wybrane narzędzia do przetwarzania dużych zbiorów danych.
24. Metodologia przetwarzania map-reduce.
25. Zastosowanie przekształceń liniowych w metodach uczenia maszynowego.
26. Zastosowanie wartości i wektorów własnych w analizie algorytmów uczenia maszynowego.
27. Różnice między architekturą CPU i GPU oraz ich wpływ na przetwarzanie równoległe.
28. Hierarchiczny model pamięci w architekturze NVIDIA CUDA. Wpływ doboru poziomów pamięci na wydajność obliczeń.
29. Selekcja cech (atrybutów) w modelowaniu. Omówić wybrane metody. 
30. Podstawowe atrybuty służące do eksploracji danych w sieciach grafów (dla węzłów i krawędzi).
31. Sterowania robotami mobilnymi przez uczenie ze wzmocnieniem.
32. Filtr cząsteczkowy do lokalizacji robotów mobilnych.
33. Opadanie gradientu i jego znaczenie dla modeli uczenia maszynowego.
34. Procedura klasyfikacji obrazów z użyciem CNN: etapy, trening i ocena modelu.
35. 
a) Rola interpretowalności modeli w systemach decyzyjnych i krytycznych (medycyna, finanse, prawo).
b) Funkcje w R.
36. 
a) Podstawy teoretyczne i praktyczne zastosowania wybranego algorytmu wyjaśnialnego (Explainable AI) uczenia maszynowego.
b) Model obiektowy S3.








UWAGI
1) Zakresy pytań: 1 – 3 Repetytorium matematyki w Data Science, 4 – 5 Historia informatyki, 6 – 8 Logika dla informatyków, 9 – 12 Symulacje komputerowe, 13 – 16 Systemy sztucznej inteligencji, 17 – 18 Zaawansowany język Python, 19 – 20 Źródła i reprezentacja danych, 21 – 22 Warsztat badacza danych, 23 – 24 Analiza dużych zbiorów danych, 25 – 26 Metody matematyczne w uczeniu maszynowym, 27 – 28 Programowanie GPU, 29 – 30 Wizualizacja i eksploracja danych, 31 – 32 Zaawansowana robotyka inteligentna, 33 – 34 Zaawansowane metody uczenia maszynowego, 35 – 36 Przedmiot do wyboru 1: a) Modelowanie wyjaśniające w Data Science, b) Programowanie w języku R.
2) Zagadnienia z przedmiotów do wyboru w zależności od zrealizowanego przedmiotu.
3) Pytania 1 – 16 takie same jak dla zakresu projektowanie systemów informatycznych  i sieci komputerowych.
